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Molecular simulations of sound wave propagation in simple gases
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Molecular simulations of sound waves propagating in a dilute hard sphere gas have been performed
using the direct simulation Monte Carlo method. A wide range of frequencies is investigated,
including very high frequencies for which the period is much shorter than the mean collision time.
The simulation results are compared to experimental data and approximate solutions of the
Boltzmann equation. It is shown that free molecular flow is important at distances smaller than one
mean free path from the excitation point. 01 American Institute of Physics.
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I. INTRODUCTION mations involved in the latter; comparison of our results with
experimental data evaluates the ability of the Boltzmann

In this article we study the propagation of high fre- equation as a mathematical model to capture the physical
guency sound waves in a dilute gas using the direct simulacd P pny

tion Monte Carlo(DSMC) technigue. Our investigation fo- reality observed in the experiments. DSMC offers consider-

cuses on the variation of the wave speed and absorptio%ble flexibility with respect to molecular interaction models

coefficient as a function of frequency, When the period of tmhgg;a?h:te i;sted;ict:I? p;g:srr:eztuigy tﬁzezet\?;ohﬁgftpg?re
oscillation is comparable to the molecular collision time, the ypically b

sound speed is known to deviate from the classical adiabatit(p cory. Further reﬁ_nements that. will improve the c.onnect|on.
nd direct comparison to experimental data are discussed in

constant. Similarly, at high frequencies the attenuation rat last tion of the articl
deviates significantly from the classical behavior observed in € last section of the articie. -
Our calculations confirm that the predictions of the

the low attenuation limit:? . :
Cercignari surveys the various molecular kinetic for- Naw_er—_Stokes, Burnett and super-Bur_nett theories are only
8ualltat|vely correct. Good agreement is found between our

mulations based on the Boltzmann equation that attempt trﬁsults and the work of Sirovich and Thurber for hard sphere

capture this phenomenon. These theories predict that at hi ses. Aareement with experiments is eaually aood. The ef-
frequencies the sound speed increases with frequency a - A9 P qually good. he.
ect of free molecular flow close to the excitation point is

that the absorption coefficient, which in the classical theor | lucidated th h lculati
increases proportionally to the square of the frequency, ex2'S0 elucidated through our calcuiations.
hibits a shallow maximum. Agreement with experimental
datd® over a frequency range that spans five orders of ma ll. WAVE PROPAGATION USING DSMC: NUMERICAL
nitude varies from moderate to good depending on th ECHNIQUE
model. Surprisingly, the Maxwell molecule assumption,  Figure 1 shows a sketch of the simulation geometry, a
which simplifies the solutions significantly, seems to yieldrectangular domain of lengthfilled with a dilute gas. Stan-
the same overall level of agreement with experimental dat@lard DSMC® techniques were used to simulate the gas since
as the hard sphere approximation that is more appropriate for is well established that DSMC accurately models high
simple gases. Among the theoretical approaches discussedimudsen number flows in which the characteristic length
Ref. 3, the 11-moment method of Sirovich and Thuthiey  scale(in our case the acoustic wavelengthjs comparable
in general, in best agreement with the experimental data. to the mean free path,. For the sake of brevity we will not
We have performed accurate numerical calculations tgresent a description of the DSMC algorithm. Excellent
obtain the wave speed and attenuation coefficient using thigtroductory and detailefidescriptions of DSMC, as well as
direct simulation Monte CarlgDSMC) method. These re- formal derivations, can be found in the literature. Compari-
sults are a useful complement to the experimental data avaikons of DSMC simulation results with solutions of the lin-
able, especially since the latter are subject to significant scakarized Boltzmann equation and experimental results for di-
ter in the high frequency range. Comparison of our resultsierse nonequilibrium phenomena spanning the whole
with analytical solutions can assess the validity of approxiknudsen range can be found in Ref. 8 and 10.
In our simulations sound waves are excitedkatO by

apermanent address: Department of Physics, San Jose State University, SSAPOSING a Si'nU.SOida”y varying velocity in thedireCtion-_
Jose, CA 95192-0106. Electronic mail:ngh@mit.edu The velocity is imposed using the well-known Maxwellian
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vo<wulpc wherepu is the viscosityp is the mass density
Specular andc is the classical sound spe&dit will be convenient to
wal express this criterion as,<c/R where R=c?p/wpu is the
acoustic Reynolds number.
In the case of high frequency waves<R.5) larger ini-
tial amplitudes were use@p tov,=0.15) because the at-
tenuation is large and the amplitude damped considerably
FIG. 1. Simulation geometry. (see Sec. IY. At intermediate frequencies (GsHR<4) the
amplitude was ,=0.05c, whereas at the lowest frequencies
(R>4) the amplitude wa®,=0.02%; the above criterion
reservoir method: particles exiting the domainxat0 are  (v,<c/R) is thus not satisfied for R20. However, the dis-
discarded, whereas particle influx is accounted for by a restance that a wave must travel before it significantly steepens
ervoir attached to the simulation domainxat 0 and extend- due to nonlinear effect8is L, =cl/#(y+1)v,, wherey is
ing to x=—Lg. Each timestep, particles at the simulationthe ratio of heat capacitiesyE 3 for the monatomic gas
mean density are generated inside the reservoir and are givetudied herg The systems we consider are smal(41) so
velocities drawn from a Maxwellian distribution at the simu- L,,=2.7L. From these arguments we expect the effects of
lation temperature. The Maxwellian distribution has a time-nonlinearities to be small at both the high and low frequency
dependent mean velocity in thedirection that is equal to ranges. Additionally, simulations with the following wave
the desired “boundary condition.” The particle positions areamplitudes were performed;,=0.05, 0.012% at R=40,
advanced in timéone timestep\t); the particles that cross v,=0.012%, 0.0062% at R=80, andv,=0.0%, 0.012%,
the imaginary planex=0 and enter the simulation domain 0.0062%, 0.003128% at R=120; these confirmed that non-
represent the half-space Maxwellian influx and are retainedinear effects were small and did not affect our estimation of
The particles remaining in the reservoir are discarded and the andk.
simulation proceeds as usual. The length of the reservoir is The reflected wave is of the form expli(wt+kx)
set toLg=v oA t, Wherev o5 is a velocity for which the  —m(2L—x)}. Superposition leads to a standing wave of the
probability (based on a Maxwellian distributipnis very  form
small. In the simulations we take, o= 62kg T/m,, where
kg is Boltzmann's constanf is the temperature, am,, is

Driven
input

v(X,t)=v[(e”™+e M2LX)coskx sinwt

the molecular mass. —(e"™—e M2L=X)sinkx coswt]
In order to minimize the cost of our simulations the do- .
main lengthL was taken to be no longer than a few wave- =A(X)sinwt+B(x)coswt. @

lengths. The far end of the domain was terminated by after the initial transients have passed, the velocity field is

specular wall leading to total reflection of the propagatingeyaluated at each timestep in slices perpendicular to the
waves. In the absence of dissipation, the system would ex:axis. The chi-square fit to this data givés

hibit pure standing waves. At low frequencies attenuation is

relatively small and the reflected wave is only slightly dimin- >s?Svc—2scSus
ished with respect to the incoming wave. At higher frequen- X)) = Sc23s?—(3sc)? | 2
cies no appreciable reflected wave exists.
The simulation geometry resembles that of the acoustic Se2Sus—SscSuce
interferometer used in the experiments in Ref. 11 but with  B(xj)= , ()

2y a2 2
three differences. First, the acoustic source is a reservoir 2co2s"—(2s0)

rather than a transducer: the reservoir generates a Maxwellghere

ian influx distribution which approximates that produced by " M

a thermal wall, which in turn approximates the transducer .

used in the experiments; the reservoir, however, does not ZSZ:Z sirf ot ECZ:Z cos’ wt;,

model the change in position of the wall. The second differ-

ence is that experimental measurements are taken at only a

few output receivers whereas in the simulations the velocity

variation,v (x,t), is computed everywhere. This permits us

to obtain the sound speed and attenuation coefficient without

interferometry, i.e., without having to vary the domain Sve= 2, v(X;,tj)coswt;,

length. Third, and perhaps most importantly, our evaluation '

of the velocity field is nonintrusive, in contrast to the receiv-with x; being the position of the slice arM being the num-

ers used in the experiments. ber of time samples recorded. The Nelder—Mead simplex
Waves propagating in the direction lead to a velocity method® is used to perform a nonlinear chi-square fit of

variationv ,expfi(wt—kxX)—mx wherek=27/l is the wave- A(x) andB(x) to extract the wavenumbdrand the attenu-

number, andn is the attenuation coefficient. The wave am- ation coefficientm. At the lowest frequencies (R10),

plitude used was small to avoid nonlinear effects. SpecifiB(x)<A(x) and so the estimation o andk was based on

cally, the viscous terms dominate the nonlinear terms whei(x), or VA(x)?+B(x)%. Due to entrance effects, at the

M M
Isc=2, sinwtjcoswt;, Svs=>, v(x t)sinwt;,
1 I

M

Downloaded 05 May 2003 to 130.65.90.174. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/phf/phfcr.jsp



1042 Phys. Fluids, Vol. 13, No. 4, April 2001 N. G. Hadjiconstantinou and A. L. Garcia

higher frequencies (R0.5) a phase shift is also included in their 8-moment and 11-moment results for hard spheres have

the parameter fits. Entrance effects are further discussed fpeen transcribed from their paper and are included in Sec. IV
Sec. IV. for comparison.

ll. THEORIES FOR WAVE PROPAGATION IN IV. SIMULATION RESULTS AND DISCUSSION
HOMOGENEOUS MEDIA
) ) o We simulated gaseous argon as a hard spheréngas
The classical Navier—Stokes theory is limited to low fre- |ocyjar massn,,=6.63x 10”2 kg, hard sphere diameter
quencies(attenuationsand predicts a constant sound speed_ 3 ggx 1010 m) at atmospheric conditions P& 1.013
c=\ykgT/mp, and an attenuation coefficient that is propor- » 105 pa, T= 273 K). This choice of species was mainly due
tional to the square of the frequerfcy to historical and convenience reasons. It has been historically
w2 used in a large number of DSMC studies because it provides
m=—— ) (4) instant availability to a substantial literature of simulation
2pc and experimental results for code validation. The hard sphere

Here{ is the coefficient of bulk viscosity is the coefficient ~Model was selected as the intermolecular potential primarily
of thermal conductivity, ana, is the specific heat at con- Decause it is commonly used in the theoretical analysis of
stant pressurgFor a dilute gag=0.) high frequency acoustics. More complicated interaction
At high frequencies, where the attenuation is large, thénodels(e.g., variable hard sphere, variable soft sphere
classical result is no longer accurate. The full Navier—Stoke&fteén used in DSMC simulations because the temperature
theory and its extensions to the Burnett and super-Burnefiépendence of the transport coefficients can be important for
limits have been shown to only qualitatively describe the@Ccurate computations. However, in our simulations the tem-
existing experimental dafaDespite this, these results are Perature variations are very small since the wave amplitude
useful because they are given in closed form and perforri/as kept small to avoid nonlinear effects.
reasonably well for frequencies that are not too high (R ~We ensured that there were 35— average mol-
>0.5). For Maxwell molecules, the complex propagation€cules per cell, which is substantially more than the number
constantB=m/ky+ik/k, (Ko=w/c is the classical wave- (about20 empirically determined to be required for accurate
numbey is given in terms of R ds solutions*®!” Calculations with approximately 100 mol-
ecules per cell at selected frequencies yielded identical re-
sults. The number of cells was chosen so that the cell linear
dimension is less than half of a mean free path. The mean
_ ) free path for hard spheres is given by m.,/\27wa?p and
in the Navier—Stokes theory, A~6.25x 108 m in our simulations. Alexandast al® have
6( ) 4( 971 3 shown that the transport coefficients deviate from the dilute
—————— + ———t == gas Enskog values as the square of the cell Aizavith the
Pl a R' 3R #1718 R® 2R proportionality constant such that for cell sizes of the order
of one mean free path, an error of the order of 10% occurs.

K
i+ —(y=1)
Cp

L B
6 R

+1=0 (5)

+B% 1+ —3|— +1=0 (6) In our caseAx=<0.5\, so the error is less than 2.5%. We
6 R used the results of Alexandet al*®to correct all our results
in the Burnett theory and for the transport coefficientiscosity and thermal conduc-
. . tivity ).
g 157X 25i_15'_ 1 g8l — %iJr 6_7'_ The timestep of the simulatioAt was taken to be sig-
972 RS T R® 54 g4 24R3 nificantly smaller than\/c, where c,=+2kgT/m,, is the
most probable velocity. It has been shdw? that the error
o[22751 971 31} o, 231} , , inthe transport coefficients is proportional to the square of
216 g3 18Rz 2R B 6 R B the timestep, which for accurate simulations has to be much

smaller tham\/c,. At the highest frequencies the waveform
(7 period is significantly smaller than the mean free time and

in the super-Burnett theory. thus a second constraint on the simulation timesteptis

Molecular-kinetic calculations have been performed at<2w/w. Consequently, the timestep was set to the highest
various levels of approximation and with varying degrees ofvalue that would satisfy bothAt<A/(5c,), and At
success in capturing the variation of the attenuation coeffi<(27/w)/60.
cient and sound speed with frequency at the high frequency Temperature variations due to dissipation were closely
limit.® The Boltzmann equation has been solved approximonitored and the mean temperature was found to increase
mately by Buckner and Ferzigérusing the method of el- for R<1. The maximum temperature increase observed was
ementary solutions and by Sirovich and Thufbesing the less than 3%, which leads to a change of less than 2% in the
method of analytic continuation. Both groups considered thesound speed and transport coefficients given that these vary
linearized model equation by Gross and JackSofhe so- as/T.
lution by Sirovich and Thurber has been found to perform  Figure 2 shows a comparison between the simulation
well over the whole range for which experimental data existyresults and the classical Navier—Stokes theory det 422
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FIG. 2. Velocity amplitude/(x) = VAZ+ B2 (in m/s) as

a function of distancéin meterg from the driven end

for w=422x 10 rad/s (R=20). The solid line repre-
sents the Navier—Stokes prediction, the dash-dotted line
represents the simulation result, and the dashed line
represents a fit to the simulation results.

X 10° rad/s. This frequency is low enough that the characparameters cannot fit the waveform for botkiA and x
teristic time (27/w~1.5x10"8 ) is much larger than the >\.
mean collision timer~\/c~1.2x10 1% s. In this low fre- Figures 5 and 6 summarize our computational results for
qguency regime the Navier—Stokes theory is well approxithe sound speed and the attenuation coefficient in the range
mated by the classical theory and successfully captures2x 10 rad/s<w<129.8< 10° rad/s. Selected experimental
the physics of wave propagation, as verified by our simuladata points from Greenspénand Meyer and Sessléras
tion. well as the theoretical predictions of the Navier—Stokes, Bur-
Experimentation at high frequencies is difficult becausenett and super-Burnett theories and the 8- and 11-moment
the strong absorption makes sampling very close to the walesults of Sirovich and Thurber are shown. Several other
necessary. Greensparimits his experiments to R0.3 be-  theoried'~23 (not graphed are in fair agreement with our
cause for R<0.3 the “wave path is shorter than one meansound speed results but predict a smaller absorption coeffi-
free path” and sufficient signal only exists at distances lesgient at the higher frequencies €%).
than one mean free path from the input. Measurements closer Unfortunately, for R<0.25 the available signal is very
than one mean free path from the transdu@erfrom the  weak and the results obtained usixg,=\ may be inaccu-
input reservoir in the simulationgare likely to be skewed by rate. For R<0.5 we also considerex,,;,= 0.5\ and the val-
the input's Maxwellian distribution through free molecular ues ofm andk thus obtained are denoted by the circled stars
flow.® in Figs. 5 and 6. Note that for three frequenciegtween
In his discussion Cercignani argues that sufficient colli-R=0.1 and 0.5 the results from both fits are shown and the
sions take place even at small distances from the input andariation in the curve fits indicates the sensitivity of the re-
subsequently the region excluded due to free molecular flowults to the choice of,,,. As can be seen from Figs. 3 and
should be much smaller than one mean free path. Addition4, for x<<\, that is in the region where free molecular flow is
ally he argues that while molecules with high velocities maysignificant, the wavelength is shorter and the attenuation co-
bias the distribution function at large distances from the in-efficient lower. This is very important in connection with the
put, this is not expected to happen for hard sphere moleculegported experimental results fo<R).25.
due to the high collision rate associated with high velocity =~ We should also reemphasize that foR larger initial
hard spheres. We examine these assertions below. amplitudes were gradually introduced due to the appreciable
Our results indicate that the wavelength and attenuatioattenuation. The wave amplitude at the reservoir was in-
coefficient attain constant values for-\. This is illustrated creased up to,/c=0.15 to ensure that sufficient signal ex-
by considering the same data£R.5) but restricting the fit isted forx>x,, (curve fit region; however, care was taken
t0 X>Xpmin With Xmin=N\ in Fig. 3 andX,,;,=0.5\ in Fig. 4.  to ensure thab ;exp(—Mxyi,)/c<0.025.
Figure 3 shows that the waveforms are fitted very well by a  In summary, we find that our simulation results are
constant sound speed and attenuation coefficient model faonsistent with the experimental data, and verify the obser-
x>\; the fit extrapolated in the region<Ox<<\ deteriorates vations of Cercignani that the classical Navier—Stokes
very quickly, indicating that the free molecular flow is still description fails for RZ10, and that none of the proposed
important forx<<A. Figure 4 shows that the same constanttheories can capture the variation of both sound speed
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FIG. 3. Cosine and sine components,
A(x) andB(x), of the velocity ampli-
tude (in m/s) for w=16.2<10° rad/s
(R=0.5). The waveforms are fitted
for x>xn,=N to extract a sound
speed of 464.1 m/s and an attenuation
coefficient of 1.4X10° m™! at this
frequency. The stars denote simulation
data used for the fitsolid line) and
crosses denote simulation data not in-
cluded in the fit.

and attenuation coefficient over the whole frequency rangeplex problems directly follow. For example, the sound speed
Our results offer significantly less scatter compared toand absorption are modified by thermal relaxation effécts,
the experimental data, which is essential for the developmeriuch as vibrational and rotational degrees of freedom, chemi-
of an accurate theory valid over the whole frequency rangeca| reactions, etc. Interesting nonhydrodynamic effects in bi-
nary mixturese.g., “fast sound?*29 are known to occur at
V. CONCLUDING REMARKS high frequencies. Nonlinear effects become comparable to
In this article we consider the acoustic properties of aviscous dissipation at amplitudes a few times larger than
single species, dilute gas of hard sphere particles for smathose considered here. Finally, the consistent Boltzmann
amplitude oscillations. This study demonstrates the usefulalgorithn?® can be employed to simulate nondilute systems.
ness of the simulation technique; extensions to more com- Our DSMC technique uses a thermal reservoir with an

Cosine

FIG. 4. Cosine and sine components,
A(x) andB(x), of the velocity ampli-
tude (in m/s) for w=16.2<10° rad/s
(R=0.5). The waveforms are fitted
for x>xm»=0.5\ giving a sound
speed of 515.7 m/s and an attenuation
coefficient of 1.45%10" m~!. The
stars denote simulation data used for
the fit (solid line) and crosses denote
simulation data not included in the fit.

-8 t 1 1 L 1
0 0.5 1 1.5 2 2.5 3
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1.1 T T T T T M T T T M T
1+ /(/::*.,__*__.*__*_
k/ko
0.9 i
0.8y 7 FIG. 5. Scaled inverse sound speed vs
scaled inverse frequency. The solid
0.7F - lines represent the 8 and 11 moment
solutions, the dashed line represents
06k 1 the Navier—Stokes(NS) prediction,
) the dash-dotted lines represent the
Burnett (B) and super-Burneti{SB)
0.5 1 solutions, the crosses represent experi-
1 mental data X for Meyer and Sessler,
04} 4 and + for Greenspap and the stars
(*) are the DSMC simulation results.
03k 8 i Plain stars denote sampling fot,,
' =\ and circled stars denote sampling
for Xmin=0.5\.
0.2+ ]
0.1 .
aial aat . " e | A e |
107" 10° 10' 10°
R

oscillating mean velocity at the domain inlet<€0), to pro- heat generated by viscous dissipation. Such a wall in con-
duce the input sound wave. Instead of generating thgunction with DSMC collision models that capture real-gas
particles with a Maxwell-Boltzmann distribution, the non-hard-sphere interactidhss expected to be a better
Chapman—Enskog distributi®tmay be used to approximate model of a typical experimental setup. However, we expect
bulk conditions, possibly minimizing the inhomogeneity as-that these different methods of simulating the input acoustic
sociated with free molecule effects. Alternatively, an oscil-source will have little effect on the sound speed and attenu-
lating solid wall(i.e., a transducer pistpran be used as the ation prediction presented here since our curve fits excluded
acoustic source. This surface should be thermal rather thahe region nearest to the excitation point. However, the phase
specular, otherwise there would be no way to remove theshift in the free molecular regime near the excitation point

0.4 LA S LA | v MR | T v rrTy T LA |
.~
m/koossr N -

03
FIG. 6. Scaled absorption coefficient
vs scaled inverse frequency. The solid

0.25 lines represent the 8 and 11 moment
solutions, the dashed line represents
the Navier—Stokes(NS) prediction,

02 the dash-dotted lines represent the

’ Burnett (B) and super-Burnet{SB)

solutions, the crosses represent experi-
mental data X for Meyer and Sessler,

0.15 and + for Greenspan and the stars
(*) are the DSMC simulation results.
Plain stars denote sampling fot,

0.1 =\ and circled stars denote sampling
for Xpin=0.5\.

0.05

0
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